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1 UNC
 

ensemble of 192 

kNN models 

MolconnZ kNN-MZ EUCLID STD 

2 UNC ensemble of 542 

kNN models 

Dragon kNN-DR EUCLID STD 

3 GSF ensemble of 100 
neural networks 

E-state indices ASNN-
ESTATE 

 CORREL, 
STD 

4 ULP kNN ISIDA Fragments kNN-FR EUCLID, 

TANIMOTO 

 

5 ULP MLR ISIDA Fragments MLR-FR EUCLID, 

TANIMOTO 

 

6 UI OLS Dragon OLS-DR LEVERAGE  

7 UK PLS Dragon PLS-DR LEVERAGE PLSEU 

8 UNC SVM MolconnZ SVM-MZ   

9 UNC SVM Dragon SVM-DR   

10 ULP SVM ISIDA Fragments SVM-FR   

11 ULP MLR Molecular 

properties 
(CODESSA-Pro) 

MLR-COD   

12 Average of all models - CONS  STD 
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Validation 1

Validation 2

•Training set 644 molecules
•Validation set 1: 339 compounds 
•Validation set 2: 110 compounds

}

Data                            Activity Distances to Models (DM)

EUCLIDIAN = min || xi,x||

LEVERAGE=xT(XTX)-1x

CORREL =maxj R2(Ycalc,Y
j
calc)

STD =
1

N −1
Ycalc − Y calc( )∑

2

Tanimoto(a ,b) =
xa, i xb, i∑

xa, i xa, i +∑ xb, ixb, i − xa, ixb, i∑∑

One Gaussian

Mixture of Gaussian 
Distributions (MGD)

Error

Distance to model

Mixture of Gaussian Distributions:

maximizes Likelihood score: ΠΠΠΠ    N(0,σσσσ2(ei) �)

Error Bars 

The accuracy of the ASNN model as a function of DM

Ranking of the DMs
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Fraction plots: number of molecules within 
confidence intervals vs theoretical number. 
The more close are both curves - the better 
is prediction of the errors.

Logarithm of 50% growth 

inhibitory concentration 

(pIGC50) of T. pyriformis

Significance of likelihood 
score is tested by 
comparison with score for a 
Gaussian distribution.

A significant MGD can be detected only for the second 
dataset where the DM (position  in the dataset) allows 
to discriminate different Gaussians distributions

Data Fraction plots 

1 Gauss

3 Gausses

3 Gausses

The higher ranks of DM correspond to better discrimination of molecules 
with large and small errors.  

A) DM with the best MGD (STD-CONS) provide very good discrimination 
of molecules B) DM with less significant MGD C) DM is not correlated 
with the accuracy of prediction D) Corresponding fraction plots

Conclusions
MGD and likelihood score can be used to compare DMs
The STD-based DMs provided the best discrimination of molecules with small and large errors

The cross-validation after the variable selection may bias the the estimation of the prediction 
accuracy of a model

The LOO results for some methods (but not 5-fold cross-validation) were 
significantly different (p<0.05 according to the bootstrap test) compared to results 
for the validation set 1 (overfitting).

http://http://vcclab.orgvcclab.org
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